Lag Phase Is a Dynamic, Organized, Adaptive, and Evolvable Period That Prepares Bacteria for Cell Division
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ABSTRACT

Lag is a temporary period of nonreplication seen in bacteria that are introduced to new media. Despite latency being described by Müller in 1895, only recently have we gained insights into the cellular processes characterizing lag phase. This review covers literature to date on the transcriptomic, proteomic, metabolomic, physiological, biochemical, and evolutionary features of prokaryotic lag. Though lag is commonly described as a preparative phase that allows bacteria to harvest nutrients and adapt to new environments, the implications of recent studies indicate that a refinement of this view is well deserved. As shown, lag is a dynamic, organized, adaptive, and evolvable process that protects bacteria from threats, promotes reproductive fitness, and is broadly relevant to the study of bacterial evolution, host-pathogen interactions, antibiotic tolerance, environmental biology, molecular microbiology, and food safety.
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HISTORY, DEFINITIONS, AND DETERMINANTS OF LAG-PHASE DURATION

Starving bacteria that encounter new nutrients do not immediately proliferate but first undergo a temporary period of nonreplication (1). This phenomenon was first observed by Müller in 1895 (2) and was identified as an explanation for inconsistent measurements on the growth rate of bacterial cultures. Termed “lag” or “latency” by bacteriologists, this phase was understood to be a temporary period of nonreplication when bacteria are introduced to new media (2–7). Despite lag phase being documented more than a century ago, little is known of the molecular and cellular events characterizing the latent period, nor are its implications to cell survival and proliferation clearly understood. This is because of the technical challenges associated with studying a small number of cells (8–10). A common description of lag phase is therefore relegated to an observational definition, that this is the time when bacteria have not yet started dividing. Nonetheless, recent experiments have begun to offer some insights into what is happening during this nonreplicative period, allowing bacteriologists to begin formulating an answer to a question first posed by Müller more than a century ago: what exactly is lag phase?

Two common methods for quantifying the growth of a bacterial culture over time are viable cell counts and optical density measurements (11). When data are plotted semilogarithmically, four growth phases are distinguishable, as follows: (i) lag phase, a nonreplicative period; (ii) exponential phase, a replicative period; (iii) stationary phase, the cessation of replication due to the exhaustion of nutrients; and (iv) decline/death phase, a gradual decline in viable cell counts due to starvation (Fig. 1). A long-term stationary phase consisting of a small number of surviving bacteria is known to follow the decline phase (12) but is not illustrated in Fig. 1. Numerous definitions have been proposed to define the endpoint of lag phase (11, 13). The most commonly adopted definition is the moment in the bacterial culture when the extrapolated slope of the
logarithmic line on a growth plot intersects the starting inoculum concentration (Fig. 1). As shown below, biochemical, morphological, physiological, and transcriptional markers of lag phase are now available. Nonetheless, this common definition of lag is useful as a starting point for discussion and is adopted in this review for simplicity. When discussing an individual bacterium, the lag period refers to the time required for that bacterium to reach first cell division.

Due to the difficulty of studying small numbers of cells experimentally, bacteriologists have developed mathematical models to study lag phase (14–24). In addition to its importance to the environmental sciences and basic cellular research, this work is also important to the food industry. The duration of lag is the primary determinant in the spoilage of bacterially contaminated food. The purpose of refrigeration and other food preservation techniques is to prolong the lag period of any contaminating organisms that are present. Although these mathematical models are not reviewed here for the sake of brevity, it is emphasized that developing accurate growth models enables the food industry to minimize waste, develop risk management procedures, save money, and promote global food security (25).

To understand how bacteria respond to various conditions, bacteriologists have monitored the duration of lag in response to stress or injury. Thanks to this work, we know that the duration of the lag period is greatly influenced by the history of the inoculated culture. For example, bacteria that have been preadapted to extremes of pH, temperature, or osmolarity have shorter lag periods when encountering the identical stress than do bacteria that were not preadapted (26–37). In general, the magnitude of the change between old and new environments positively correlates with the duration of the lag period. When cells are placed under conditions approaching the threshold of survivability, a decrease in the number of viable cells may also occur before exponential phase begins. Bacteria that have been injured by freezing, starvation, heating, or desiccation or that have been subjected to offending chemicals require more time to exit the lag phase (38–46).

The number of bacteria present in a culture also influences the duration of lag phase. As the number of cells increases, lag duration decreases (41, 47–49). Studies of single cells have revealed that individual bacteria vary in the time required to reach first cell division. In addition, these studies indicate that when cells are injured or stressed, the average lag period becomes longer and the time points at which individual cells begin dividing show increased scattering (43–45, 50–57). Individual cells with exceptionally short lag times will begin dividing quickly and will therefore have a disproportionate effect on the culture growth plot. If short lag is considered an exceptional phenotype, increasing the total population of bacteria would have the expected effect of increasing the number of bacteria with exceptionally short lag phases. This mathematical reasoning could explain why larger populations of bacteria have shorter lag times.

Phenotypic differences among genetically identical cells, such as individual differ-
ences in stress tolerance and lag times, are known as phenotypic variance. In stressful and rapidly changing environments, such variance is advantageous to the survival of a kin population because it ensures that a subset of a bacterial population will survive an insult and later repopulate once conditions improve. This is a principle known as “bet-hedging” (58–60). Differences in the lag times and stress tolerance among individual cells may therefore help a kin population to proliferate within an unpredictable environment, for example, by having a contingent of cells that can rapidly divide in times of plenty and by having a contingent of cells that can survive when conditions worsen. As is shown in Lag Is An Evolvable Phenotype That Can Also Emerge De Novo, below, variations in the duration of lag phase among single cells are also relevant to the survival of a kin population in response to antibiotics. Cumulatively, these studies indicate that lag is an adaptive response to stress and injury, that bacteria can be preadapted to have shorter lag periods, and that individual cells vary in their lag times and stress tolerance.

**BROAD EXPRESSION PROGRAMS PRODUCE CELLULAR MACHINERY ESSENTIAL FOR PROLIFERATION**

What are the cellular conditions that bacteria inherit when initiating lag phase? The bacterial lifestyle is one of feasting and fasting. Bacteria spend most of their time in the stationary phase due to the general lack of abundant food in natural environments (61, 62). Adaptations during this period include thickening of the peptidoglycan layer, condensing of DNA, deactivation (but not destruction) of ribosomes, and reduction of cytoplasmic volume (63, 64). Oxidative damage to biomolecules accumulates during stationary phase (65–69). To begin dividing once more, a bacterium must alter its DNA superstructure, restructure its cellular morphology, reorganize its global metabolism, and repair oxidatively damaged biomolecules. In well-studied bacteria such as *Escherichia coli* and *Salmonella enterica*, onset of cell division can occur in as little as one or two hours. How is all of this done, and so quickly?

Bacteria entering the lag phase dramatically transform their transcriptome and proteome to produce the cellular components that are needed to accumulate biomass and divide. Isotope labeling and two-dimensional (2D) electrophoresis experiments in *Lactobacillus delbrueckii* provided some of the earliest evidence of a lag program, in this case revealing 47 proteins that were produced during this period (70). DNA microarray analyses of *Bacillus licheniformis* identified 75 genes during lag phase that were differentially expressed (induction or downregulation at least 2-fold) compared to their expression in the preceding stationary phase (71). A combined protein and gene expression analysis in *Lactococcus lactis* subsequently revealed 28 proteins that were highly and differentially expressed during lag phase (72). In these studies, the functions of the genes and proteins relate to diverse metabolic processes such as glycolysis, amino acid metabolism, nucleotide biosynthesis, gene transcription, protein translation, coenzyme biosynthesis, cell wall biosynthesis, phosphate transporters, stress response, respiration, and cell division (70–72). These experiments indicate that bacteria are producing new enzymes to digest food, build biomass, and prepare for cell division.

A landmark transcriptional profiling study of *Salmonella enterica* by Hinton and Rolfe (73) revealed that changes in gene expression can occur in as little as 4 min following inoculation into liquid medium. The expression of a total of 1,119 genes was altered within 4 min after inoculation. By the end of a 2-h lag period, more than half of all genes within the *S. enterica* genome were participating in a vast transcriptional program. Mutational studies in *Salmonella* spp. had previously identified 356 genes that are responsible for essential biological processes (74). The expression of most essential genes (60%) was altered within the first hour of *S. enterica* lag phase (73). The transcription initiation factor σ70 is the primary sigma factor in bacteria and is responsible for the induction of essential metabolic genes (75, 76). Many of the lag-associated genes identified in *S. enterica* possessed an upstream DNA motif consistent with the binding site of σ70, suggesting that this initiation factor could be responsible for
regulating the expression of many of the genes seen within the lag transcriptome (73).

The factor for inversion stimulation gene (fis) is a DNA recombinase and transcriptional regulator gene with growth phase-specific expression effects (77). The role of fis in lag phase was also investigated as a possible global stimulator of lag transcriptional programs. The deletion of fis in S. enterica produced longer lag phases when bacteria were inoculated into rich medium but had no apparent effect on lag phase duration when introduced to minimal medium (73, 78). The role of fis in lag phase remains unclear. In the stationary phase of Saccharomyces cerevisiae, RNA polymerase was found to be prepositioned upstream of genes in preparation for lag phase (79). A chromatin immunoprecipitation assay revealed that no such prepositioning occurred in S. enterica (73). This suggests that RNA polymerase in bacteria is recruited to genes during the lag phase itself. How RNA polymerase can transcribe hundreds of genes in 4 min and without an apparent prepositioning mechanism is a remarkable mystery.

Genes that display altered patterns of expression only during lag phase are designated lag-phase signature genes. A total of 39 lag-phase signature genes were identified in S. enterica (73). Among the 20 signature genes that were upregulated, 15 are involved in the uptake of iron and manganese as well as [Fe-S] cluster biosynthesis. The 19 downregulated genes included carbon-processing genes subject to catabolite control as well as various genes of unknown or speculative function. The fact that so many signature genes are involved in metal metabolism suggests that acquiring metals is an important feature of lag phase (73). Speculative reasons for iron absorption by bacteria, and its consequences, are discussed in Iron Influx during Lag Produces Oxidative Stress and Could Be Related to Immune Evasion, below.

To translate genes into proteins, ribosomes are necessary. Stationary-phase cells conserve energy by dimerizing 70S ribosomes into inactive 100S complexes (80). This is a process known as ribosome hibernation and serves to conserve energy while preserving ribosomes for reactivation once nutrients become available (81). In E. coli, two proteins are necessary to dimerize ribosomes, the hibernation promoting factor (HPF; encoded by hpf) and the ribosome modulation factor (RMF; encoded by rmf). In Bacillus subtilis, Staphylococcus aureus, and L. lactis, a larger version of HPF appears to be self-sufficient to dimerize ribosomes (81). The process of disassembling and reactivating hibernating ribosomes is less understood, though it is known to proceed quickly; inoculating stationary-phase E. coli cells into fresh medium results in the degradation of rmf mRNA, the disappearance of dimerized ribosomes within 2 min, and protein translation within 6 min (82, 83). This process of conserving translational machinery therefore allows bacteria entering lag phase to quickly produce the proteins they need.

One feature of lag phase appears to be the repair and replacement of damaged subcellular components. A repair program is indicated by the induction of genes associated with DNA repair, degradation of carbonylated proteins, reduction of disulfide bonds, and repair of oxidatively damaged aspartate residues (73). In polyploid cyanobacteria, rapid DNA replication and an increase in chromosome copy number are also observed (84). Biomass accumulates during lag phase, as immediately before first cell division occurs, these cells will be larger than those seen during their subsequent exponential period (73, 85). The speed and scale of cellular reorganization suggest that bacteria can quickly sense changes within their environments and initiate vast transcriptional programs for essential metabolism to occur. Additional experiments will be required to determine exactly how bacteria are able to sense extracellular conditions and trigger this global program in response.

**BACTERIAL HISTORY REFLECTS A DYNAMIC TRANSCRIPTIONAL PROFILE**

The nature of the lag transcriptome is dependent upon the history of the bacterial culture. Which genes are expressed and the intensity of the expression are influenced by preceding conditions. For example, variations in the production of rRNA during lag phase can be observed in response to excess heat or a prolonged stationary phase (86–88). Such variation is observable throughout the transcriptome. Pin and coworkers (89) performed a network analysis on the transcriptional profiles of E. coli cells that were
transferred to fresh medium after being starved in stationary phase for 1 ("young") or 16 ("old") days. In both young and old E. coli cells, genes responsible for osmotolerance, acid resistance, and oxidative stress were downregulated, signifying the cessation of the stringent response (89). However, the differences between young and old profiles are numerous and unexpected. One would hypothesize that old cells would induce more genes to recover from prolonged starvation. One would also hypothesize that young and old cells would induce a similar array of genes to prepare for cell division. Neither is true. Compared to stationary phase, the number of genes that were differentially expressed in E. coli was much larger in young cells (467 genes) than in old cells (186 genes). Furthermore, only 62 of these genes between young and old E. coli were common, suggesting that young and old cells engage distinct transcriptional programs to prepare for cell division (Fig. 2). The 62 genes that were commonly up- or down-regulated are related to glycine-betaine metabolism, glutamate metabolism, the acid resistance system, detoxification, response to oxidative stress, anaerobic respiration, fermentation, enterobactin biosynthesis, transport and binding proteins for cations and iron-carrying compounds, transport and binding proteins for carbohydrates, organic alcohols and acids, and transcription factors (89). The expression of genes related to DNA repair was only observed in young cells (89). How metabolism is reorganized also appears to be distinct between young and old cells, in that young cells upregulated genes involved in the citric acid cycle and aerobic respiration, whereas old cells upregulated the Entner-Doudoroff and gluconate pathways and downregulated the pentose phosphate pathway (89). These data suggest that the lag transcriptome is dynamic with respect to the cellular milieu. Providing that these data are correct, it is remarkable that young and old bacteria can achieve first cell division using what appears to be two distinct programs. In Potential Avenues of Research, below, some speculations are provided on the nature and rationale of these two distinct programs.

**OPTIMIZATION OF PRIMARY METABOLISM IS CHARACTERISTIC OF LAG PHASE**

Carbohydrate metabolism is reorganized during the lag period to maximize carbon flow. This is made evident by the fact that intermediates of metabolic pathways rapidly accumulate during the lag period (84). It is now also apparent that bacteria can alter its enzymatic profile during lag phase in response to various nutrients. For example, if glucose is replaced with a less-preferred carbohydrate, such as arabinose, two metabolic stages are observable. Madar and coworkers (85) used fluorescent reporter cells and flow cytometry to monitor a library of E. coli strains in response to arabinose. Arabinose produced two phases which the authors termed “Lag1” and “Lag2” (85). Gene expression in Lag1 appears to be exclusively devoted to the biosynthesis of bottleneck carbon-processing proteins, in this case, enzymes necessary for the digestion of arabinose. Once a steady carbon flow is achieved, cells transition to Lag2, involving the biosynthesis of a broader array of metabolic enzymes required for biomass accumulation and cell division. If “preferred” carbohydrates such as glucose
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are used, cells skip immediately to Lag2 (85). What remains unclear is whether catabolite repression signaling plays a role in the transition from Lag1 to Lag2. A related question is how bacteria signal a transition between Lag1 and Lag2 as well as how bacteria discriminate between monophasic and biphasic programs. The second question is explored further in Potential Avenues of Research, below.

Lag phase is initiated when bacteria encounter new nutrients, and it involves the expression of primary metabolic pathway genes. One would logically expect that the predominant energy source priming cellular metabolism would come from extracellular carbon that is imported into the cell. A combined modeling and experimental study by Yamamotoya and coworkers (90) instead demonstrated that glycogen, a polysaccharide used by organisms as energy storage, is the primary source of energy during lag phase (Fig. 3). Although lag-phase cells have abundant intracellular glucose, most or all of it comes from the digestion of glycogen, as indicated by a decline in glycogen reserves (90). At this stage, glucose is not yet being rapidly imported into the cell, presumably because the proteins needed to do this are still being made. A rapid increase in the intracellular concentration of glucose-6-phosphate (G6P), the first intermediate of glycolysis, suggests that glycogen is being degraded to produce energy via the glycolysis pathway (90). In exponential phase, sugar flow is now established (Fig. 3). Imported glucose is shunted toward both glycolysis and glycogen assembly, and G6P concentration varies throughout exponential phase due to fluctuating energy demands (Fig. 3). As extracellular glucose depletes, cells transition to stationary phase, and glucose is predominantly devoted to glycogen assembly (90). An “energy bank” provides a suitable analogy for this relationship; once bacteria sense new nutrients are available, energy is first “loaned” from glycogen stores, creating an energy “debt” that is used to sponsor the absorption of glucose. Once a steady flow of carbon energy is established, this debt is “repaid” by shunting glucose back to the glycogen stores.

**CELLULAR EVENTS PROVIDE PHYSIOLOGICAL MARKERS OF LAG**

Physiological patterns of behavior can be identified by studying the metabolic, proteomic, and biochemical trends that emerge during latency. Though some of these
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**FIG 3** Metabolic and growth trends of bacterial cultures from lag to early stationary phase. Adapted from the work of Yamamotoya and coworkers (90). Exp., exponential phase; OD, optical density; OD(600), OD at 600 nm; Conc., concentration.
trends are dependent upon and reflect changes in incubation conditions, others appear to occur independently of extracellular conditions and could therefore be characterized as physiological markers of lag. The physiology of *Bacillus cereus* in various levels of acid stress was studied by Biesta-Peters and coworkers (91). Decreasing the medium pH from 7.0 to 4.9 increased the duration of the lag phase from 1 h to 5 h. Several physiological trends remained consistent throughout these trials despite the variance in pH. An abstraction of these physiological trends is provided in Fig. 4. For example, under all pH conditions examined, ATP concentration remained stable throughout the lag phase at around $1 \times 10^{18}$ molecules per cell. In exponential phase, ATP concentration increases about 50-fold (91). Cell size increased throughout lag phase, as suggested by a slight increase in optical density measurements. A maximum cell size of 2.5 μm was observed immediately before first cell division (91). Bacteria that were introduced to medium set to a pH between 4.9 and 7.0 did not change the pH of the medium during lag phase. Only when cell division was well under way were changes in medium pH observed (91). Esterase activity, monitored via fluorescent signal, was detectable at around 100 units throughout the lag periods under all pH conditions examined, thereafter increasing to approximately 30,000 units during exponential phase (Fig. 4). The membrane potential (difference in the interior versus exterior charge of a cell) decreased continuously under all pH conditions tested. By the time cells transitioned into exponential phase, approximately half of all cells had no measurable membrane potential (91). Electron transport chain activity, monitored using a fluorescent signal, remained constant during lag phase and increased in intensity upon initiation of exponential growth (Fig. 4). At the beginning of lag phase, propidium iodide staining indicated that an average of 20% of cells possessed compromised membranes. This percentage decreases during lag phase, suggesting that *B. cereus* can repair its membrane during lag phase. By mid-exponential phase, membrane defects are seen in only 3% of cells (91). Although the study was limited only to changes in pH, the universality of trends suggest that these could be physiological markers of lag phase and of lag- to exponential-phase transition (Fig. 4). Distinct physiological trends can also be observed in response to various degrees of stress. In these cases, these trends comprise stimulus-dependent responses. In the example of soil biology, it is known that rewetting dried soil produces a burst of respiration from soil-dwelling bacteria (92). Meisner and coworkers (93) monitored soil-dwelling bacteria and quantified respiration (measured as CO$_2$ production) and protein biosynthesis ([H]$|leucine incorporation), following rewetting of soil after 4 days.

**FIG 4** An abstraction of the physiological trends in the lag and exponential phases of *B. cereus*. Adapted from the work of Biesta-Peters and coworkers (91).
or 1 year of dryness. The purpose of monitoring protein biosynthesis was to estimate bacterial growth over time (93). A control sample, placed under continuous moisture, presented with linear and slightly decreasing rates of respiration and protein synthesis over time (Fig. 5). Bacteria rewetted after 4 days displayed no detectable lag phase, a steady increase in protein biosynthesis over time, and a respiratory burst that was maximal after 1 h. This was collectively termed a "type I pattern." In contrast, cells dried for 1 year displayed a prolonged lag phase (~16 h) followed by a respiratory burst that greatly exceeded the 4-day sample. This was collectively termed a "type II pattern" (Fig. 5). Although total protein biosynthesis was lower in the 1-year sample, the rate of protein biosynthesis was higher. Whether a type I or type II pattern is presented is dependent upon the degree and duration of desiccation. For example, longer periods of drought produce longer lag phases and greater cumulative respiration, aligning closely with a type II pattern (94). Soil that is not completely dry produces shorter lag periods and lower cumulative respiration, aligning with a type I pattern (95). Several factors remain unaccounted for that ought to be considered when interpreting these results. For example, it remains unknown how many species of bacteria are present in these soil samples as well as the relative contributions of each species toward producing these outcomes. It also remains unclear whether intra- and interspecies quorum sensing/communication is playing a role in changing the rates of respiration and proteinogenesis, nor whether the results are being conflated by germinating spores within the soil, a process that is distinct from lag phase. Nonetheless, these data are valuable because studying the physiology of lag phase under conditions approximating the natural habitats of bacteria is more likely to produce data that accurately reflect the physiology of lag phase as it is experienced by bacteria in natural settings. In summary,
these soil studies reveal that changing conditions can stimulate lag phases in bacteria that are correlated with distinct respiratory and proteinogenic physiological outcomes.

**IRON INFLUX DURING LAG PRODUCES OXIDATIVE STRESS AND COULD BE RELATED TO IMMUNE EVASION**

Reactive oxygen species (ROS) are chemically reactive oxygen-containing molecules that damage biomolecules. Examples include superoxide \( \left( \text{O}_2^\cdot \right) \), hydrogen peroxide \( \left( \text{H}_2\text{O}_2 \right) \), and hydroxyl radical \( \left( \text{OH}^\cdot \right) \). The majority of ROS are produced as by-products of cellular respiration (96–100). Enzymes that detoxify free radicals include catalase, superoxide dismutase, glutathione reductase, thioredoxins, and glutaredoxins (101, 102). Oxidative stress appears to be a feature of lag phase; placing *E. coli* cells onto solid agar results in the induction of heat shock regulons (RpoH, RpoE, and CpxAR) and oxidative stress regulons (SoxRS, OxyR, and Fur) (103). All three isozymes of superoxide dismutase, the enzyme that scavenges superoxide radicals, are induced (103). Similar patterns of oxidative stress response can be seen when *S. enterica* is placed in liquid medium (77). These data suggest that oxidative stress occurs during lag phase.

Metals are absorbed or expelled from *S. enterica* upon entry into lag phase. Increases in the intracellular concentrations of iron, manganese, and calcium were observed during the lag phase, whereas cobalt, nickel, sodium, and molybdenum concentrations decreased (73). This occurs quickly, as the total iron content in *S. enterica* was observed to double after only 4 min (73). The induction of genes responsible for iron recruitment and metabolism is observable in the lag phases of *S. enterica* and *E. coli* (73, 89). Iron is toxic in excess because it catalyzes the formation of deleterious hydroxyl radicals from hydrogen peroxide through the Fenton reaction (104). Prokaryotes have therefore evolved sophisticated regulatory mechanisms to provide iron for essential metabolism while mitigating iron toxicity (105).

Rapid iron accumulation in *S. enterica* produced hypersensitivity to hydrogen peroxide, presumably a result of Fenton chemistry (Fig. 6). Challenging *S. enterica* with hydrogen peroxide during this iron influx decreased the viability of *S. enterica* by 800-fold (73). This suggests that iron accumulation in *S. enterica* produces hydrogen peroxide hypersensitivity and potentiates lethal oxidative damage.
From a perspective of reproductive fitness and evolution, rapidly absorbing iron to the point of lethal hypersensitivity to hydrogen peroxide is a perplexing behavior. Why would bacteria suffer so much for the sake of iron? I advanced a hypothesis in relation to host-pathogen interactions (106), that vertebrates stymie infections by sequestering bioavailable iron, a process known as “nutritional immunity” (107–109). It would therefore be advantageous for pathogenic bacteria to preemptively acquire iron before the host forms an effective immune response (106). This hypothesis remains to be experimentally tested.

How iron accumulation occurs is also perplexing because iron load is strictly regulated. In Gram-negative bacteria such as *S. enterica* and *E. coli*, this is done through the ferric uptake regulator (Fur) via a negative-feedback mechanism (110). Normal Fur activity should therefore prevent rapid changes in iron loads. A possible explanation of how iron influx occurs in *S. enterica* could be offered by examining the expression of Fur-regulated proteins during lag phase. An enzyme regulated by Fur is superoxide dismutase (SOD). The two predominant isozymes in *E. coli* are a manganese-bound variant (MnSOD) and an iron-bound variant (FeSOD). By distinct mechanisms, Fur (when activated by ferrous iron) suppresses MnSOD and activates FeSOD (111). Adding ferrous iron to a culture therefore results in decreased MnSOD expression and increased FeSOD expression (112). In a series of experiments, our group used nondenaturing polyacrylamide electrophoresis and a quantitative enzyme activity assay to monitor changes in SOD isozyme expression in response to iron treatments during the lag, exponential, and stationary phases of *E. coli* (113–115). Whereas SOD isozyme expression responded predictably to iron treatment in exponential and stationary phases, no change in the enzymatic profile of SOD was observed during the lag phase. In the lag phase of *E. coli*, MnSOD expression was high, regardless of the absence or presence of iron, and FeSOD expression was low, regardless of the absence or presence of iron (113, 114). Transcriptional profiling performed elsewhere also observed high *sodA* (MnSOD) and low *sodB* (FeSOD) during lag phase of *E. coli*, providing congruence between transcriptional and translational data (89). We hypothesized that low or absent Fur protein could explain these observations, in that low Fur protein would result in the derepression of MnSOD and an increase in FeSOD (113, 114). If this is indeed the case, low Fur protein in the lag phase could also explain how *S. enterica* can quickly absorb iron without triggering a negative-feedback switch (106). It is notable that deleting fur in *E. coli* results in rapid iron accumulation and oxidative stress, features that are also seen in the lag phase of *S. enterica* (116). It would be useful to characterize Fur activity during the lag phases of *S. enterica* and *E. coli* to explore these hypotheses.

It ought to be cautioned that transcriptional or metabolic changes related to metals during lag have thus far only been demonstrated in *S. enterica* and *E. coli*. In both organisms, iron metabolism is regulated by Fur (110). In many other bacteria, regulators such as the diphtheria toxin repressor (DtxR) are used instead of Fur (117). Due to this variability, it should not be assumed that iron accumulation in the lag phase of *S. enterica* also occurs in other prokaryotes. Further research will be required to ascertain whether rapid changes in metal content during lag phase represent a generalized phenomenon among prokaryotes.

**NUTRIENT SENSING IS COUPLED TO DIVISOME MACHINERY TO TRIGGER FIRST CELL DIVISION**

Exponentially replicating bacteria in nutrient-rich media are typically used to study prokaryotic cell division (118–121). However, bacteria in natural environments spend most of their time in a nutrient-poor and nonreplicative state. How bacteria initiate first cell division at the end of lag phase following a prolonged period of starvation therefore remains poorly understood. One protein relevant to cell division is FtsZ (encoded by *ftsZ*), a prokaryotic cytoskeletal protein that is similar to tubulin in eukaryotes. FtsZ polymerizes to form a ring, known as a “Z ring,” in the middle of cells where future cell division is to take place (122). This Z ring is responsible for recruiting
the division machinery that is responsible for synthesizing peptidoglycan and constricting the membrane, resulting in a septum that allows the scission of daughter cells (123). Sekar and coworkers (124) recently demonstrated that the nutrient-dependent accumulation of FtsZ during the lag phase in *E. coli* is the trigger of first cell division following a period of starvation. Real-time metabolomics and microfluidic single-cell microscopy experiments revealed a pronounced rise in metabolic pathway intermediates as well as amino acid and nucleotide monomers in response to glucose pulse feeding (124). Pulse feeding of *E. coli* with isotope-labeled glucose demonstrated that the fed glucose was being used to build new proteins and DNA. A severalfold increase in the concentration of FtsZ was also observed in response to pulse feeding, suggesting that FtsZ is one of the proteins that was synthesized from glucose. As the rate of pulse feeding increased, the lag phase shortened (124).

Transcription of *ftsZ* is repressed by the pyruvate dehydrogenase complex repressor (PdhR, encoded by *pdhR*) (125). The expression of PdhR is activated by the cAMP receptor protein (CRP-cAMP, encoded by *crp*) (126), a global transcription regulator that is highly active during carbon starvation in *E. coli* (127). As CRP-cAMP is downregulated in response to glucose (128), the biosynthesis of FtsZ is mediated by the availability of glucose. FtsZ concentration is therefore expected to decline when cells are starved and to rise when nutrients are found. Remarkably, the deletion of *crp* or *pdhR* in *E. coli* resulted in cells that immediately began dividing without a detectable lag period, whereas supplying PdhR via an expression plasmid restored the lag period. This suggested that the bioavailability of FtsZ mediates the timing of first cell division in *E. coli* (124). To substantiate this finding, the authors investigated the role of ClpXP (encoded by *clpX* and *clpP*), a complex that functions as both a protease of FtsZ and an inhibitor of FtsZ polymerization (129, 130). The deletion of *clpX* and *clpP* resulted in increased FtsZ concentration and a shorter lag period, whereas overexpression of ClpX decreased FtsZ abundance and produced a prolonged lag period (124). When a protease inhibitor cocktail was applied, the duration of lag was reduced by 30%, further exemplifying the role of ClpXP. The authors therefore proposed that the concentration of FtsZ, mediated by nutrient availability and proteolysis, serves as a general timing mechanism for triggering the first cell division and the conclusion of lag phase (124). This model is summarized in Fig. 7.

Several intriguing questions emerge from this work. First, there are numerous factors that influence FtsZ biosynthesis and polymerization beyond CRP-cAMP and ClpXP. For example, in *E. coli*, the glucosyltransferase OpgH (UgtP in *B. subtilis*) is known to localize to the future division site to antagonize the assembly of FtsZ, thereby preventing premature division until the cell has accumulated enough biomass to divide (131, 132). In *B. subtilis*, pyruvate dehydrogenase appears to couple glucose metabolism to Z-ring formation, thereby coordinating the pace of division with nutrient availability (133). How elements such as these impact the timing of first cell division remains the subject of future research. Second, and more broadly, this study suggests that first cell division and the divisions seen in mid-exponential-phase cultures appear to be paced by distinct mechanisms. Whereas Sekar and coworkers (124) outlined a concentration-dependent role of FtsZ in dictating the onset of first division in *E. coli*, it is also known that exponentially replicating *E. coli* and *B. subtilis* cells present with a constant concentration of FtsZ throughout the cell cycle, and that inducing changes in FtsZ levels has little effect on the frequency of Z-ring formation (134, 135). Does this imply that the timing of first division is dictated by the concentration of FtsZ, whereas in the exponential phase, the timing is dictated by other factors related to FtsZ, for example, its cellular localization and ability to polymerize? Third, and unrelated to first cell division per se, the observation by Sekar and coworkers (124) that pulsing *E. coli* with 13C-labeled glucose results in isotope-labeled metabolites during the lag phase appears to contradict the energy bank model (see Cellular Events Provide Physiological Markers of Lag, above). As previously discussed, Yamamotoya and coworkers (90) argued that glycogen is the primary source of glucose during the lag phase of *E. coli*. Significant incorporation of isotope labels from [13C]glucose is an observation that appears to be
inconsistent with this model. Additional investigative work will be required to reconcile these seemingly divergent observations. These considerations notwithstanding, the model provided by Sekar and coworkers (124) provides an elegant demonstration of how nutrient sensing can be coupled to the divisome machinery to trigger first cell division at the end of lag phase.

LAG IS AN EVOLVABLE PHENOTYPE THAT CAN ALSO EMERGE DE NOVO

A prolonged lag phase appears to be a defense mechanism that allows bacteria to tolerate stress. For example, incubation experiments of Streptococcus pneumoniae revealed that serotypes with a greater propensity for invasive disease were found to have longer lag phases. This suggests that longer lag phases may contribute to the ability of S. pneumoniae to evade host immune responses (136). A similar case is now being made for antibiotic tolerance. The first instance of a relationship between longer lag periods and antibiotic tolerance was observed by Dean and Hinshelwood in 1957 (137). Bacteria with longer lag phases are more tolerant to antibiotics (138–145). For example, a sublethal exposure of Enterococcus faecium to a variety of antibiotics produced a lag period of up to 30 h. Following a prolonged lag phase, the antibiotic-treated culture divided faster and had a greater final culture density than did an antibiotic-free control (143). This suggests that adaptive processes occurred within the lag period of E. faecium that not only conferred antibiotic tolerance but also enhanced
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subsequent proliferation. An alarming finding of this study was that some lag periods were longer than the standardized cultivation period of 16 h to 24 h recommended (at the time of publication) by the Clinical and Laboratory Standards Institute. Prolonged lag phases may therefore result in an overestimation of the efficacy of antibiotics in routine antibacterial susceptibility tests (143). In the highlighted case, it would be interesting to periodically reexpose *E. faecium* to the same antibiotics to conclusively rule out the possibility of an antibiotic resistance mechanism emerging *in situ* and to lend further empirical support to a protective function of a prolonged lag period. How a “prolonged-lag phenotype” can confer increased antibiotic tolerance is discussed in Potential Avenues of Research, below.

Whether prolonged lag is an evolvable phenotype was investigated by Fridman and coworkers (144). The authors hypothesized that bacteria can evolve to extend the lag period in response to a sustained program of antibiotic exposure. For example, by adjusting the exposure time of *E. coli* to ampicillin, the authors were able to establish an approximately correlative relationship between the duration of lag time and the duration of antibiotic exposure (144). When ampicillin-tolerant *E. coli* cells were exposed to norfloxacin (an antibiotic with a mode of action distinct from that of ampicillin), tolerance to norfloxacin was also observed (144). This suggests that a prolonged lag is itself the adaptive trait that confers tolerance to antibiotics, a phenomenon the authors termed “tolerance by lag.” The cross-protection of ampicillin-adapted *E. coli* strains to norfloxacin also indicates that the mechanism of tolerance does not involve developing resistance to specific antibiotics but instead appears to involve a generalized adaptive response to antibiotic stress. Genome sequencing and restoration of wild-type alleles identified mutations in three genes that caused the prolonged lag period. Of these three genes, the function of two are known and are associated with pathways involving toxin-antitoxin modules and aminoacyl-tRNA synthetases (144). Collectively, these observations suggest that prolonged lag is an evolvable phenotype that confers broad tolerance to antibiotics.

Prolonged lag also appears to be an adoptable phenotype that may emerge *de novo* in response to antibiotic therapies. The phenomenon of “persister cells” has been at the forefront of our concern over antibiotic resistance ever since Bigger first discovered its involvement in the resistance of *Staphylococcus* spp. to penicillin in 1944 (146). Persisters are cells that survive killing by antibiotics but do not have genetic changes conferring antibiotic resistance (147). Vulin and coworkers (148) investigated the relationship between prolonged lag and the persister phenomenon in *S. aureus*. When *S. aureus* cells are sampled from host body sites and plated on solid medium, colonies show variation in sizes. Small colonies, known as small colony variants, possess the antibiotic persistence phenotype. Compared to control cells preexposed to neutral pH, *S. aureus* preexposed to acidic pH or sampled from mouse abscesses presented with a greater number of small colony variants when plated on solid agar. Automated imaging and time-lapse microscopy revealed that these small colony variants are a result of cells needing more time to exit lag phase (148). Antibiotic exposure increased the number of small colony variants produced. Subculturing of small colonies resulted in both large and small colonies appearing on agar. This demonstrates that prolonged lag in *S. aureus* is not a fixed phenotype but emerges *de novo* in response to antibiotic exposure (148). Prolonged lag in *S. aureus* is therefore an adoptable phenotype that confers antibiotic tolerance *in vitro* and *in vivo* (148). Broadly speaking, the phenotypic variance of *S. aureus* follows the same bet-hedging principle that is known to play a role in the survival of a bacterial population in response to environmental stressors (see History, Definitions, and Determinants of Lag-Phase Duration, above). In the case of antibiotics, the prolonged-lag phenotype is an example of how bacteria can generate a diversity of phenotypes within a genetically identical population to ensure that a subset of a kin community will survive and repopulate in response to an antibiotic regimen (149–151).

In other circumstances, a short-lag phenotype could also be advantageous. Bacteria that can rapidly divide and take advantage of new-found nutrients may outcompete bacteria that cannot. The expression and catalytic proficiency of enzymes are fine-
tuned by evolution to maximize fitness (152). In this case, the duration of lag appears to be a phenotype that can be altered by evolutionary changes to the catalytic proficiency of essential enzymes involved during lag. Adenylate kinase (AdK), a phosphotransferase that reversibly converts ADP to ATP and AMP, provides an example. A mutational study of AdK by Adkar and coworkers (153) revealed that the total catalytic capacity of this enzyme (defined as the combination of catalytic rate and enzyme abundance) is inversely correlated with the duration of lag phase in *E. coli*. This was demonstrated by producing a series of mutations in AdK that resulted in longer lag phases (153). As rapid metabolism and cell proliferation are considered markers of fitness among bacteria, this research suggests that a short lag phase is a desirable phenotype that can be produced through mutations that increase the catalytic capacity of essential enzymes (153).

**POTENTIAL AVENUES OF RESEARCH**

(i) **What strategies do bacteria employ to rejuvenate their population?** Pin and coworkers (89) observed distinct transcriptional programs depending on the age of the inoculated cultures. Old cells expressed fewer genes, did not upregulate aerobic metabolic genes, and had longer lag periods. The authors hypothesized that old cultures employ a strategy of rejuvenation through replicative dilution. Cell division is asymmetrical because one daughter cell retains old and damaged subcellular components (“old pole”), whereas the other daughter cell receives newly built materials (“new pole”). As lineages inherit old poles over several generations, the rate of cell division decreases and eventually stops, which is the bacterial equivalent of aging and natural death in higher organisms (154, 155). As cells with new poles divide exponentially, old and damaged cells become serially diluted. The authors therefore hypothesized that old bacterial populations rejuvenate by diluting cellular damage to the point of insignificance (90). Case in point, only in young *E. coli* cultures were genes related to DNA damage observed to be upregulated (90). The transcriptional profiling study of *S. enterica* (these cells were not aged) also observed an upregulation of genes that are responsible for the repair of oxidative damage to DNA and proteins (see Broad Expression Programs Produce Cellular Machinery Essential for Proliferation, above). The physiological study of *B. cereus* (these cells were not aged) also indicated that these cells can repair membrane damage during the lag phase (see Cellular Events Provide Physiological Markers of Lag, above). This difference in approach could be characterized as a “dilution” versus “repair” strategy and may offer a rationale as to why young and old *E. coli* cells have seemingly distinct transcriptional programs (89). Under what conditions do bacteria rejuvenate populations by repairing damage, and under what conditions is a dilutive strategy the preferred route? Do both strategies operate in tandem, or are molecular “switches” in place that dictate one strategy over another given particular circumstances? Exploring such questions may provide fundamental insights into aging and longevity.

(ii) **Does iron accumulation help or hinder survival from antibiotic therapies?** Multiple classes of antibiotics stimulate oxidative stress. This oxidative stress, when combined with the effects of the targeted mode of action, increases the efficacy of antibiotics (156–163). Iron, through the Fenton reaction, also contributes to antibiotic efficacy (164–166). Transcriptional and metabolic profiling revealed an upregulation of iron recruitment genes in *E. coli* and *S. enterica* and a doubling of iron content during the lag phase of *S. enterica* (73, 89). One could therefore hypothesize that iron accumulation is a maladaptive trait of pathogens that are exposed to antibiotics. Yet, there appears to be a purpose to iron accumulation, however presently unclear the reasons (73, 106). A guiding paradigm within the medical community is that restricting iron bioavailability retards pathogenic growth (167–169). Research in iron nanoparticles and iron transporters has also suggested that overloading antibiotic-resistant bacteria with redox-active iron is a viable adjunct strategy for bacterial clearance and restoring susceptibility to antibiotics (170–173). What is the appropriate role of iron in modern antibiotic regimens? A clear understanding of the interplay of iron and antibiotics
during the lag phase may help us answer these questions and to determine how the toxicity of iron can be exploited without also contributing to the metabolic needs of rapidly dividing pathogens.

(iii) How do cells “choose” the optimal metabolic strategy? Madar and coworkers (85) observed that bacteria fed with less-preferred carbon sources such as arabinose displayed a biphasic lag phase; Lag1 is devoted exclusively to the production of bottleneck carbon-processing enzymes, whereas Lag2 involves a broader array of biosynthetic activities in anticipation of cell division (85). The authors observed that this biphasic program is consistent with “bang-bang” optimal control theory and minimum-time problems. For example, to have an elevator move from one floor to another, the fastest way (though not necessarily the safest!) is to produce maximum acceleration followed by maximum deceleration. Similarly, biphasic cells produce the shortest possible lag period by first devoting resources to carbon flow before transforming the broader metabolome. Schultz and Kishony (174) opined that such optimization could be dysfunctional in some circumstances. For example, cells exposed to DNA synthesis inhibitors do not appropriately adjust ribosome biosynthesis, resulting in an imbalance between the availability of ribosomes and nucleic acid template (175). Are there circumstances in which the biphasic program is disadvantageous? For example, biphasic cells could be vulnerable to perturbations of heat, osmolarity, free radical stress, or antibiotics, because resources are devoted to producing bottleneck carbon-processing enzymes. In these circumstances, a better strategy would involve a longer lag period wherein more resources are devoted to producing proteins with protective functions. What are the molecular switches governing monophasic and biphasic programs? Do bacteria respond to environmental stressors by avoiding biphasic programs even if only secondary foods are available? Questions such as these are central to our understanding of how bacteria regulate global metabolism and promote their reproductive fitness within adverse environments.

(iv) How does the prolonged-lag phenotype confer antibiotic tolerance? A key concept in antibiotic tolerance is that bactericidal antibiotics do not merely inhibit the function of its target molecule but corrupt its function (176). For example, aminoglycosides cause ribosomes to suffer proofreading errors and premature termination, resulting in energy waste and the accumulation of toxic peptides (177). The β-lactams not only inhibit peptidoglycan synthesis but trigger autolysin and cell wall destabilization (178). Quinolones inhibit the ligase function of gyrase and topoisomerase but do not inhibit its DNA strand-breaking function, thereby transforming these housekeeping enzymes into DNA denaturants (179). If a bacterium were to arrest the function of the target molecule by some means (e.g., do not produce the target molecule, convert it into an inactive form, etc.), this bacterium would avoid the worst consequences of the antibiotic, albeit at the cost of reduced metabolic activity. As cells in a prolonged state of lag have lower metabolic activity than do actively dividing cells, it is possible that the increased antibiotic tolerance that is associated with the prolonged-lag phenotype is a consequence of its lower metabolic state. This may at least partially explain the tolerance by lag phenomenon discovered by Fridman and coworkers (144) (see Lag Is An Evolvable Phenotype That Can Also Emerge De Novo, above), as ampicillin (cell wall synthesis) and norfloxacin (DNA replication) target processes which are not expected to be significantly occurring within a prolonged period of lag. Specific mechanisms of arresting the function of antibiotic targets are also possible. For example, the ability of cells to dimerize ribosomes into an inactive state is important for tolerating aminoglycosides (180). The hibernation promoting factor, the protein responsible for dimerizing ribosomes in Listeria monocytogenes, is induced in response to carbon starvation, heat shock, excess salt, and excess ethanol, suggesting that ribosome dimerization is used to confer tolerance to other sources of stress (181). It is plausible that ribosome dimerization could be playing a role in conferring antibiotic tolerance within the prolonged-lag phenotype. Fridman and coworkers (144) also observed that toxin-antitoxin modules were implicated in this phenotype (see Lag Is An Evolvable Pheno-
type That Can Also Emerge De Novo, above). This is interesting because toxin-antitoxin modules have been implicated in other models of antibiotic tolerance (182). Considering that antibiotic tolerance is a leading cause of poor therapeutic outcomes involving pathogenic infections (183), determining how prolonged lag confers antibiotic tolerance may help us develop tools to combat persistent bacterial infections.

TOWARD A MORE COMPLETE UNDERSTANDING OF LAG

What exactly is lag phase? A common description is that lag is a transient period of nonreplication wherein cells prepare to divide by adapting to stress and by rebuilding cellular components. This characterization of lag as a preparative period is a description that is well supported by the available evidence. However, it is incomplete. Consider the following.

The lag phase is dynamic. The duration of latency is influenced by the history of the inoculum (see History, Definitions, and Determinants of Lag-Phase Duration, above). Young and old bacteria present with distinct transcriptional programs and strategies of rejuvenating microbial populations (see Bacterial History Reflects a Dynamic Transcriptional Profile, above). Bacteria respond to primary or secondary carbon sources with monophasic or biphasic programs to minimize the lag time (see Optimization of Primary Metabolism Is Characteristic of Lag Phase, above).

The lag phase is organized. Bacteria rapidly initiate a transcriptional program involving more than half of all genes in the genome, starting mere minutes after inoculation (see Broad Expression Programs Produce Cellular Machinery Essential for Proliferation, above). These changes are energetically sponsored by the digestion of glycogen reserves in a manner analogous to an energy bank (see Optimization of Primary Metabolism Is Characteristic of Lag Phase, above). Bacteria sense when nutrients become available and trigger first cell division in response (see Nutrient Sensing Is Coupled to Divisome Machinery To Trigger First Cell Division, above).

The lag phase is adaptive. The heterogeneity of lag times among individual cells follows bet-hedging principles allowing kin populations to survive environmental (see History, Definitions, and Determinants of Lag-Phase Duration, above) and antibiotic (see Lag Is An Evolvable Phenotype That Can Also Emerge De Novo, above) threats. Stress produces varied lag periods that are associated with distinct physiological patterns, and in some cases, enhanced markers of fitness (see Cellular Events Provide Physiological Markers of Lag, above). Metal accumulation is speculated to be a competitive behavior enabling bacteria to evade host nutritional immunity (see Iron Influx during Lag Produces Oxidative Stress and Could Be Related to Immune Evasion, above). Prolonged lag is a phenotype that may emerge de novo in response to antibiotic exposure (see Lag Is An Evolvable Phenotype That Can Also Emerge De Novo, above).

The lag phase is evolvable. Prolonged lag is an evolvable phenotype that confers cross-tolerance to diverse antibiotics. The total metabolic capacity of primary enzymes is optimized by evolution to minimize the duration of lag (see Lag Is An Evolvable Phenotype That Can Also Emerge De Novo, above).

These insights are not yet well reflected in educational material. Consider the following passages, taken from textbooks ranging from 1937 to 2019. Despite advances in our understanding of lag phase, how this period is described to students has remained virtually unchanged across eight decades.

1937: “During the first or lag phase there is no appreciable growth of the bacteria... The true explanation of this phase is somewhat controversial, but it doubtless represents an adjustment of the bacterium to the change of environment” (184).

1951: “Some cells do show metabolic and growth lag, especially those cells with more fastidious nutritive requirements. This period may coincide with the time necessary for the concentration of essential intermediates to accumulate” (185).
1959: “There is first a period of ‘lag’ (e.g., two hours) during which there is no multiplication though there is increase in cell size accompanied by intense metabolic activity” (186).

1974: “Lag phase represents a period during which the dormant organisms used as inoculum are probably imbibing water, restoring RNA….possibly producing inducible enzymes to cope with new nutrient substances, swelling, and otherwise becoming adjusted to the new environment” (187).

2008: “Although cell division does not take place right away and there is no net increase in mass, the cell is synthesizing new components…. [T]he cells retool, replicate their DNA, begin to increase in mass, and finally divide” (188).

2019: “Cells begin synthesizing enzymes required for growth…. [I]f cells are transferred into a medium that contains fewer nutrients, the lag phase will be longer” (189).

Offering a preparative explanation of lag is certainly understandable given what we still do not know about latency, the difficulty of studying small number of cells, and the relatively recent reporting of many of its most impressionable facts. Nonetheless, lag is evidently a more complex phenomenon, however little we understand it. Lag is not merely preparative but is also dynamic, organized, adaptive, and evolvable. As new insights unfold, a more complete understanding of this phase may yet emerge, one that reflects the remarkable complexity of bacterial life and its relevance to diverse scientific disciplines.
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